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The operation of ground based Imaging Cherenkov telesagepe#es a detailed Monte Carlo (MC) simulation
of v— ray and hadron initiated air showers, as well as of the deteesponse to them. An overview of the
MAGIC telescope MC simulation is presented, showing cornspas between the features of the simulated
showers and those of real data taken during the first yeararftipn.

1. Introduction

The Monte Carlo simulation for the MAGIC telescope is diddeto three stages. The developmentaind
hadron-initiated air showers is simulated with CORSIKAI®R(1], using VENUS for hadronic interactions
and the US standard atmosphere. Cherenkov photons araviund the telescope location are stored in
binary files containing all the relevant parameters (inclgdvavelength). The second stage of the simulation,
the so calledReflectomprogram, accounts for the Cherenkov light absorption aattesing in the atmosphere
(using the US standard atmosphere to compute the Rayleigtesng plus the Elterman model [2, 3] for the
distribution of aerosols and ozone), and then performsdfieation of the surviving photons on the mirror
dish (composed of 964 tiles) to obtain their location and/artime on the camera plane. Finally, tbemera
program simulates the behaviour of the MAGIC photomukéipiamera, trigger system and data acquisition
electronics. Realistic pulse shapes, noise levels andfigatuations obtained from the real MAGIC data have
been implemented in the simulation. The overall light aziitn efficiency of the telescope has been tuned at
the camera simulation level, using data from the comparigdhe intensity of observed and simulated ring
images from single muons at low impact parameters [4], tiegLih an effective aperture of around 26 m

For the present study a total of 26107 protons and 1.3 107 Helium nuclei between 30 GeV and 30 TeV,
have been produced, as well as %.8.0° gammas between 10 GeV and 30 TeV. The energy distribution of
primary~ rays is a pure power law with index -2.6, whereas chargedapias follow the known cosmic ray
spectra [5, 6]. The telescope pointing directions rangenftoto ~ 30° in zenith angle (flatly distributed in

cos f), with the directions of protons and Helium nuclei scattiesmtropically within a5° semiaperture cone
around the telescope axis. Gammas were simulated as coromgef point sourc@.4° off the center of the
camera, in order to compare them to a special sample of reatalken in similar conditions. Maximum impact
parameters of 300 and 400 m have been simulated for gammamialsil respectively.

2. Comparison of Monte Carlo eventsand real MAGIC data

The calibration and image reconstruction of both the Moraddevents and data have been done following
standard procedures of MARS (Magic Analysis and ReconstruSoftware [7]). Signal intensity in each
pixel is obtained by interpolating the pulse in the FADC wathubic spline which is then integrated in a range
of 3.3 ns around the peak. Tail cuts select pixels with a sighat least 7 photoelectrons above the pedestal
(core pixel$, and those with 5 or more photoelectrons which are neigtthimuany of the former (this applies
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to the fine pixels within~~ 1° of the center of the camera; for the larger outer pixels,dait were scaled
up such that they correspond to the same light density ag tfloosnner pixels). A classical (Hillas) image
parametrization is then performed, including the momeptsouthird order of the photoelectron distribution
on the camera.
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Figure 1. Distribution of Width and Length parameters for Monte Cdrémrons (crosses) and real OFF data (solid line)
for size bins 208-500 photoelectrons and 500 photoelectrons respectively.
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Figure 2. Distribution of the WIDTH and LENGTH parameters of showerages for Monte Carlo gammas (shaded
histograms) and real Crab gammas (crosses). Left: SIZEdeet\200 and 500 phe(corresponding to a gamma peak
energy of 140 GeV); right: SIZE 500 phe” (peak energy 270 GeV).

The real data used for comparing with MC samples were takdanoary 2005. They consist of 156 minutes
of observations of a@FF sky region (containing no knownray source), and 309 minutes of observations of
the Crab Nebula in good weather conditions. The Crab datea ta&en off-axis, with the center of the Nebula
located0.4° off the camera center, by tracking two different sky locasi@lternatively (wobble mode). Tight
quality cuts were applied to the events surviving the imdgaring, namely:> 5 core pixels, size> 200
photoelectrons and less than 10% of the image light cordaméne outermost ring of pixels. As muchag’

of the events are rejected by these cuts, which raise thealypnergy of the remaining events well above the
trigger threshold of the telescope (which we estimate touseeatly between 50 and 60 GeV). The remaining
sample of MC gammas has an energy peak of 140 GeV (assumin§ diff2rential energy spectrum). The
tight cuts were dictated by the need of having a good angesaution (see below) and a significant excess of
gamma events from Crab Nebula even before applying stroshgphaliscrimination cuts. The total background
trigger rates after imposing these cuts for MC and data avatéib Hz and 60 Hz respectively. Figure 1 shows
the comparison of the WIDTH and LENGTH distributions for MerCarlo and real hadrons (from t&F
runs) in two different size bins: 26600 photelectrons ang 500 photoelectrons. The SIZE spectrum of
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hadrons is displayed on the right pad of Fig 3. The observstlillitions agree well with expectations (it
must be noted that the applied cuts and the limited trigggipreof the MAGIC camera result in a negligible
contribution from hadrons beyond the maximum simulatedachparameter of 400 m).
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Figure 3. Left: distribution of the SIZE parameter for Monte Carlo gam(shaded histogram) and real excess events from
the Crab Nebula. Right: SIZE for Monte Carlo hadrons (crefsss. real OFF data.

For the comparison of simulated and real gamma-initiatedshs, only the Crab wobble runs were used (with
no additional OFF runs needed). With a simple DISP methodh®]jincident direction of each event is esti-
mated using the ratio of WIDTH and LENGTH as a measure of tetadte between the center of gravity of the
phe™ distribution and the gamma-ray source position on the caniére third moment along the major image
axis is used to resolve the head-tail ambiguity. On the tiegiévent map a circular ON region 0225° radius

is defined around the nominal position of the Crab Nebulattogr with three identical non-overlapping OFF
regions at the same distance from the camera center. By

plotting the distribution of any image parameter both for ‘Integral flux sensitivity for NIJE 0 E?® point-like source, 8= 0to 30°
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source-dependent parameter was used), and performed

with the Random Forestlassification method [10], hasFigure 4. Integral point-source flux sensitivity of

to be loose to avoid biasing the image parameter disWiAGIC as obtained from the MC simulation. The curve
butions of gammas. The MC gamma sample undergess extend beyond 1 TeV, but values have not been com-
the same treatment. In filling the histograms, the Mong@ted due to low hadron MC statistics.
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Carlo gammas have been weighted to account for the deviatittte Crab spectrum from a pure power law
towards low energies [11].

The distributions of WIDTH and LENGTH for MC gammas are shawffigure 2, and the SIZE spectrum in
Fig. 3, compared to those of real Crab Nebula data. The réabda found to be in good agreement with Monte
Carlo expectations. No arbitrary normalization factorgenbeen applied: the observed total rate of gammas
from Crab for this sample (the integral of the shown histawshis of 9.9 events per minute, in reasonable
agreement with the MC prediction of 9.5 (taking into accatlnatt the assumed Crab spectrum [11] is just a
parametrization from data taken at higher energies). Thesthe rates of events reconstructed in the defined
0.25° radius region around Crab. From MC we can estimate that th@f&rab gammas reconstructaatside

this circle is of about 6 per minute, mostly close to the lowrgly end of the sample. Hence the degradation
of the angular resolution (for the particular DISP methorkhesed) is the reason for the flattening of the SIZE
spectrum of gammas belal®® phe~ (Fig. 3, left). The SIZE distribution of hadrons in the sanwife does

not show such a feature, since no selection on shower direatas applied for them.

3. Conclusions

The Monte Carlo simulation of the MAGIC telescope has beemvsito reproduce the experimental data, both
for hadron and gamma primaries. The method used for theataiu of the gamma MC could be applied
only to a sample well above the trigger energy threshold efekperiment, which was nevertheless enough
to confirm the validity of some of the main performance pari@ngeof the telescope used in the simulation,
like the overall light collection efficiency. The on-axisséivity of MAGIC for point sources obtained from
MC is shown in Figure 4, and has likewise been confirmed in vasiens of Crab down to 100 GeV. Below
100 GeV, background discrimination becomes more diffiaMtDTH and LENGTH for hadrons and gammas
become more and more similar for decreasing SIZE (left padSgs. 1 and 2), and a better tuning of the
simulation will be needed to reach the optimal performarfcéhe telescope as shown in Figure 4 (both in
terms of analysis energy threshold and flux sensitivity)e plarformance of MAGIC from the point of view of
energy resolution, as obtained from the same MC simulaigattiscussed elsewhere in these proceedings [8].
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